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Abstract :  Developing a predictive system to assess the risk level of pregnant women and classify fetal health can greatly contribute to the 

overall well-being of both the mother and the baby. The objective of this research is to utilize different machine learning classification 

models such as Naïve Bayes, K-Nearest Neighbor, Decision tree, and Random Forest to forecast potential complications during 

pregnancy, with the ultimate goal of reducing maternal mortality rates. The maternal health dataset was open access from the Kaggle 

website serves as a fundamental building block and various attributes were collected from expectant women. Datasets are analyzed then 

trained, and build the model. This model is hosted on a Flask web server, and users can predict the result using an easy-to-use GUI. A 

comparison of many machine learning classification algorithms reveals that the Decision Tree Algorithm has more accuracy in terms of 

fetus health classification and maternal risk prediction, with a numerical value of 93%. 
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I. INTRODUCTION 

    The health of the fetus and the mother during pregnancy is a crucial concern for healthcare professionals. Pregnancy complications may 

be caused by the conditions of women have before pregnancy or develop during pregnancy. Estimating the effect of pregnancy 

complications on the outcomes for both mothers and neonates is challenging due to the wide spectrum of conditions involved, each 

possessing varying degrees of severity. Around 99% of maternal fatalities are predicted to occur in underdeveloped, poor nations annually, 

averaging 358,000. The implementation of early screening is anticipated to lead to a decrease in maternal mortality rates. 

Leveraging machine learning algorithms for monitoring fetal health and prediction of maternal risk holds promise for enhancing 

prenatal care and mitigating negative outcomes during pregnancy. This project seeks to investigate the application of machine learning 

techniques in monitoring fetal health and predicting maternal risk throughout pregnancy. The primary objective is to analyze the risk 

factors associated with the risk level within the dataset while also identifying well-performing models capable of accurately predicting 

maternal complications. 

The project involved collecting data from various websites. The data included information on maternal health, fetal movements, 

heartrate, and other vital signs. The data were pre-processed to remove any inconsistencies and outliers. The pre-processed data were then 

used to train various machine learning classification algorithms. 

Employing machine learning algorithms for monitoring fetal health and predicting maternal risk offers numerous benefits. It enables 

healthcare professionals to make precise predictions and detect potential risks in the early stages. This facilitates timely interventions, 

ultimately improving outcomes for both the mother and the fetus. Nonetheless, there are several challenges associated with this approach. 
These include the requirement for extensive data sets, the complexity of the models, and the potential for false positives and false negatives. 

The project demonstrates the potential of machine learning algorithms for fetal health monitoring and maternal risk prediction. The 

trained models were able to health and maternal risk, highlighting the potential for this approach to improve prenatal care. We assess the 

accuracy of various machine learning models are random forest, decision tree, k- nearest-neighbor, and naïve Bayes. Calculations lead us to 

the conclusion that the Decision tree has the highest accuracy         among them. 
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II. LITERATURE SURVEY 

The primary objective is to investigate the risk factors associated with preterm birth by utilizing various algorithms and classification 
models. 

[1] To predict the risk level, data mining techniques employing both neural network and decision tree algorithms were employed.The 

findings reveal that factors such as multiple births and hemorrhage during pregnancy are identified as the top two risk factors. 

In recent decades, the World Health Organization (WHO) and Pan-American Health Organization (PAHO) have made efforts to combat 

mortality and Severe Maternal Morbidity. To address this issue, a comprehensive action plan was proposed for the years 2012-2017. This 

plan primarily focuses on enhancing information systems and monitoring. 

maternal health in countries across the region. Reducing maternal mortality has become a key national objective, with initiatives including 

epidemiological surveillance, statistical data analysis, and the identification of risk factors aimed at achieving this goal and bringing about 

a decrease in maternal  mortality rates 

In the study conducted by Nanda et al. [3], a model is proposed for predicting gestational diabetes mellitus during the first trimester of 

pregnancy. The model incorporates biomarkers and selected maternal features. By employing logistic regression, the authors achieved a 

74.1% accuracy in their predictions, with a false positive rate of 20%. 

In the study conducted by Farran et al. [4], logistic regression, KNN (k-nearest neighbors), multifactor dimensionality reduction, and 

SVM (support vector machines) were utilized for predicting diabetes. These techniques were implemented satisfactorily, yielding 

comparable results. 

Galih Malela Damaraji and Adhistya Erna Permanasari [5] published in 2020. In this, it can be concluded that premature birth and 
hypertension threats are the most observed factors. 

It’s worth noting that the field of predicting risk levels in pregnancy and fetal health classification is constantly evolving, with researchers 

continually exploring new techniques and approaches to improve accuracy and reliability. Therefore, it’s important to stay updated with 
the latest research in this field for the most current and acurate information. 

 

Ⅲ.PROPOSED METHODOLOGY 

The presented paper introduces a maternal healthcare model designed to monitor the well-being of pregnant women and fetal health. The 
model proposed consists of four interconnected processes: 

(1)The health data of the patients are obtained from the Kaggle website, ensuring a continuous stream of  information. 

(2)The collected data is then stored in both a local server and a cloud server, ensuring redundancy and accessibility. 

(3)The stored data undergo classification and prediction using a machine learning algorithm, leveraging the knowledge acquired from 

trained data. 

(4)The predicted results are subsequently transmitted to both the source, including hospitals and emergency services, and the destination, 
which refers to the patients themselves, facilitating timely actions and interventions. 

 The proposed methodology outlines the process of merging data from diverse sources to create a consolidated medical dataset. This 

merged dataset is then utilized to prepare for analysis and prediction using machine learning algorithms. In cases where the prediction 

accuracy is unsatisfactory,   hyperparameter tuning is performed on machine learning classifiers. The accuracy of different models is 

compared, and the best-performing prediction model is chosen for subsequent analysis and implementation. 

 

1.Data Collection 

Initially, we collect datasets from the Kaggle website for maternal risk prediction and fetal classification system. The dataset consists of 6 

features and a total of 1014 patient records which are used for predicting maternal risk and the dataset consists of 22 features and a total of 

2126 patient records which are used for fetal classification. 

We utilize a dataset comprising individuals who have conducted analyses and tests for identifying maternal risks and classifying 

fetuses. In the dataset, patients are represented by rows, while factors or attributes (features) under examination are represented by 

columns, forming a matrix structure. 

 

 

 

 

 

 

 

                      

 

 

   Fig 1: Architecture of prediction system 
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2.Pre-processing of data 

      Data pre-processing plays a vital role in the development of a machine learning model. Initially, the data may be in an untidy or 

incompatible format, leading to potentially erroneous outcomes. During the data pre-processing phase, we convert the data into the 

necessary format. Ensuring the dataset's reliability and accuracy, this step becomes crucial in addressing factors like noise, duplicates, and 

missing values present in the data. 

Data pre-processing encompasses a range of activities that include collecting datasets, partitioning datasets, data cleaning, factorization, 

missing values imputation, etc. The purpose of data pre-processing is to enhance the accuracy of the model by refining the data before it is 

used for analysis or     modeling. 

   

3.Splitting Dataset 

Once the dataset is collected, we proceed to partition it into training data and testing data. The effectiveness of the dataset classification is 

influenced by the quality of the training and testing phases. To achieve more accurate results, we divide the entire dataset into two parts: 

the majority portion (80%) is allocated for training purposes.while the remaining portion (20%) is reserved for testing the trained model. 

 

4.CLASSIFICATION  MODELS 

The datasets are clustered based on the variables and criteria of Decision Tree (DT), KNN, Naive Bayes, and Random Forest regressor 

features. Subsequently, the classifiers are utilized on each clustered dataset to evaluate their performance and accuracy. 

A. K-NEAREST NEIGHBOR (KNN) 

K-nearest neighbor classifier (KNN) is a non-parametric supervised machine learning algorithm that operates on theprinciple of 

proximity. It classifies objects by considering the classes of their nearest neighbors. While commonly used for classification tasks, KNN can 
also be applied to regression problems. 

 

The prediction for a new point is determined by its similarity to the points in the training set. By averaging the observations within the 

neighborhood, KNN effectively approximates the relationship between independent variables and the continuous outcome, providing an 
intuitive estimation. 

 

 

 

 

 

 

 

 

                                                                                   Fig 2: KNN Classifier 

 

        B. Decision Tree 

A decision tree is a versatile supervised learning algorithm employed for classification and regression tasks. It derives its name from its 

visual representation, resembling a tree structure with branching pathways. By recursively dividing the data into subsets based on various 

feature values, it is a predictive model that learns from input features to make decisions or predictions. Each split creates a node in the tree, 

with branches representing the possible outcomes. 

The decision tree classifier uses a series of if-else conditions to traverse the tree and classify new instances based on the learned 
patterns. It is known for its interpretability, as the decision-making process can be easily visualized and understood. 

 

 

 

 

 

 

 

 

Fig 3: Decision Tree Classifier
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          C. Naïve Bayes 

Naive Bayes is a widely used classification algorithm employed for classifying tasks. It operates based on Bayes' theorem to 

calculate the probability of a specific event happening, given prior knowledge. The "naive" aspect of Naive Bayes assumes that all 
features are independent of one another, simplifying the computational process. 

 

                     D. RANDOM FOREST 

A Random Forest Regressor is used for regression tasks. It employs an ensemble approach, where numerous decision trees are 

combined to generate predictions. In the Random Forest Regressor, an ensemble of decision trees is constructed. Each tree within 

the Random Forest Regressor is trained using a randomized subset of the training data and a randomized subset of input features. 

During prediction, the output of each individual tree is averaged to obtain the final prediction. It improves upon the weaknesses of 
a single decision tree by reducing overfitting and improving generalization. 

  

 

 

 

 

 

 

 

 

 

 

 

Fig 4: Random Forest Regressor 

 

Ⅳ. SYSTEM VIEW 

The proposed working model stands out as advantageous and time-efficient in comparison to other systems. It effectively 

reduces treatment costs by offering timely initial diagnosis. One can detect the maternal risks involved and fetus classification 

using our computer-aided system or website or application. After pre-processing the data, various classification techniques will be 

employed to predict the accuracy. The accuracy measure will be used to compare the performance of different classifiers. By 

utilizing the proposed system, women can conveniently monitor their condition on a daily basis without incurring substantial costs 

in terms of both money and time. 

 

Ⅴ. RESULT AND DISCUSSION 

 

After receiving input data from the system, the ML algorithm will be able to identify the statistics and deliver the first output in the 

design of various intermediates to locate the most accurate result. We compared the testing data and actual data to get the accuracy of 

our project. 

A website has been created with the purpose of generating test data and serving as a virtual platform to connect with doctors. The 

system is capable of efficiently matching specific symptoms with suitable doctors, making it convenient to find medical 

professionals. 

Additionally, patients have the option to provide feedback on their experience with the doctors and communicate directly with 
them, which is particularly crucial during pregnancy. 
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1.Below fig refers to the home screen of maternal risk and fetal health classification. 

 

    

2.Fig refers to the data flow for admin page so that patient can log in with user name and password 

 

 

3.Fig refers to the home page of both  maternal risk and fetal health. So that patient can check any of these which they wish 
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4.Fig shows the page to input the attributes to predict the type of risk 

 

 

5..Fig shows the output of high risk. By the help of attribute values this will predict patient is having high maternal risk 

 

 

6.Fig shows the window to input the attributes to predict the fetal health. 

 

 

 

 

 

 

7.Fig shows the output of type of fetal health. By the help of   attributes values this will predict patient is having Pathological. 
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Confusion Matrix- A confusion matrix is a performance evaluation tool used in machine learning and predictive modeling to 

assess the accuracy of a classification algorithm. In the context of predicting the health of a fetus, a confusion matrix can be 

constructed to analyze the performance of a model that predicts the fetus's health status using specific input features or data. 

        A confusion matrix for fetal health prediction consists of a square matrix with rows and columns representing the predicted 

and actual classes or categories of fetal health conditions. Typically, there are three categories or classes used to represent the 

health status, such as "normal," "suspect," and "pathological." Also, three categories are used to represent a maternal risk, such as 

“Low risk”, “Mid risk”, and “High risk”. 

 

8.Fig shows the confusion matrix of the decision tree where it has the most accuracy among all the classification models. 

 

 

The following results demonstrate the accuracy in correctly identifying maternal risk levels and fetal health for the given dataset of 

parameters for various classification algorithms. Out of all the machine learning algorithms considered, the Decision Tree 

algorithm yields the highest accuracy for accurate classification in both the training set data. By employing the decision tree, it 

becomes 

 

 straightforward to determine whether pregnant women are at risk or not, assess the fetal health, and gauge the severity of the risk. 

Upon conducting multiple machine learning models for testing and training, it is observed that the Decision Tree classifier 

exhibits significantly higher efficiency and accuracy compared to other algorithms. 

Below table shows the accuracy of various classification models for the Maternal Risk: 

 

Algorithm Accuracy 

KNN 88 

Random Forest 89 

Decision Tree 93 
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Table shows the accuracy of various classification models for the Fetus heath: 

 

Algorithm Accuracy 

KNN 90 

Naïve Bayes 84.5 

Decision Tree 93 

 

Ⅵ. CONCLUSION AND FUTURE ENHANCEMENT 

Machine learning techniques are of immense importance in disease diagnosis, offering substantial benefits. They enable the 

early prediction of maternal risk and assessment of fetal classification, thereby facilitating the implementation of appropriate 

treatment procedures for patients. In this project, various classification methods employed in medical diagnosis are investigated, 

with a specific emphasis on their accuracy. It is intriguing to note that the decision tree classifier achieves the highest accuracy 
among the models KNN, Random Forest Regressor, Naïve Bayes, and  Decision Tree. 

To increase the accuracy of these models and address their shortcomings, additional research and development are required. In 

conclusion, predicting maternal health risks using machine learning models has the potential to significantly enhance maternal 
health outcomes and lower mortality rates. 
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